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Multi-agent systems are difficult to explain, even for people:
Coupled interactions ¢ Partial observability ¢ Conflicting goals e Safety

Human-centric explanations help to alleviate these issues:
Causal ® Contrastive ® Selected e Conversational

The blue car’s goal is straight ahead.
It suddenly changes lanes.
How do we explain its behaviour?
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Causal Explanations for Multi-Agent systems
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