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● Explainable AI (XAI) doesn’t work for people:
○ Not for safety critical systems (Rudin; 2019)
○ Not for trust calibration and understanding (Miller; 2023)
○ And just in general (e.g., Wiegreffe and Yuval; 2019)

● Explainability ≠ Transparency
○ Bridging the Transparency Gap: What Can Explainable AI Learn From the AI Act? 

Balint Gyevnar, Nick Ferguson, Burkhard Schafer at ECAI 2023.

● Explain like the people for the people

Balint Gyevnar: “Towards Trustworthy Autonomous Systems via Explanations”
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Counterfactual Causal Selection via Simulation

Balint Gyevnar: “Towards Trustworthy Autonomous Systems via Explanations”

● Sample counterfactual worlds grounded in observation

● Variables most correlated have larger causal effect

Future work: Conversational Agent

● Iterative conversational framework

● User can guide the explanatory process


